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Abstract of the contribution: The document provides an overview of the existing 3GPP vs BBF QoS mechanisms and provides a framework for the WWC QoS mechanisms based on this. An overview is given for separating traffic to parallel connections, within connections, and means of prioritising user plane traffic - provided for the wireless and wireline access of 5G-RG as well as for FN-RG, integration and interworking architecture. The document concludes with a list of key decisions needed, which we believe should be jointly agreed between 3GPP and BBF. The document provides updates to address open editor notes in solution #23.   
Introduction
The fixed access networks usually provide different QoS mechanism than the 3GPP access network. For the untrusted non-3GPP access, the QoS solution is built on using child SAs for different QoS flows, thereby directly indicating the QoS requirements. The trusted non-3GPP access network, like the W-5GAN will not use a similar mechanisms, so we believe that the QoS support will require different solution.
This document provides an overview of how different aspects of the QoS support are addressed in the BBF access, also directly comparing these with the 3GPP mechanisms where possible. 

This comparison is followed by a proposal of how the 5GC QoS mechanisms could be applied for 5G-RG (wireless and wireline access) as well as FN-RG (integration and interworking scenarios defined by BBF).

The aim of the contribution is to provide key conclusions that can be used during the normative work to define the QoS support mechanisms applied for the 5G-RG and FN-RG. It is to be noted that these 2 cases are themselves significantly different.

This document / the proposed QoS framework does not represent a separate solution, therefore it is not requested to be added to the section 6 as an extra solution. There is actually no section numbering proposed; instead, it is left to the rapporteur to include this to the TR23.716. 

Proposal
It is proposed to update TR 23.716 as follows.
* * * Start of Change (all new text) * * * 
X.Y
QoS framework proposal for 5G-RG and FN-RG
X.Y.1
Comparison of the 5G and BBF QoS control
The following table contains a comparison of QoS mechanisms used in 5GC (trusted and untrusted access) and existing BBF networks (before WWC)
	Network 
QoS 
mechanism
	5GC with NG-RAN
	5GC with untrusted non-3GPP access
	BBF (existing / before WWC)
	

	Traffic separation to sessions and slices
	· Up to 15 PDU sessions (each with own IP address/prefix) in max 8 network slices; all PDU session are requested by UE
· UE steers applications to slices/DNNs/PDU sessions based on URSP rules; network steering based on IP address
	· Multiple session possible via VLANs (1:1); as configured on RG
· Note: “all traffic” typically tethered, therefore not app driven
· Steering via RG configuration (e.g. map SSID or MAC address to VLAN)
	· 
· 
· 
· 

	
	· Separate data radio bearers (DRBs) / set of them must be used for each PDU session 
	· IPsec child SAs (of the original IKEv2) created for each PDU session
	· 
	· 

	Traffic separation within a session
	· Rel-15: Single access session, URSP rules drive selecting 3GPP/Non-3GPP access (vs. ANDSP for selecting non-seamless offload)
· Rel16: Multi-access session, ATSSS (steering, switching, splitting) between 3GPP/non-3GPP access
· QoS flows in core (based on traffic filters such as IP flows, application ID,  … )
	· DSCP marking (by applications behind RG/in “DNN”)
· BNG and RG mapping of DSCP marking to access specific traffic categories and queues – on L3 or L2. 
· BNG does this based on static Radius policies; RG based on TR-69 config
	· 
· 

	
	· QoS flows maps to data bearers (DRABs) in the RAN
	· QoS flows may be mapped to further child SAs
	· 
	· 

	Shaping mechanisms (max BR control)
	· UE, DNN (Aggregated Max BR, AMBR), based on UDM subscription and QoS flow level max BR control based on static or dynamic policy rules
· Note: GBR bearers are exempt from AMBR 
· DNN level AMBR for DL is enforced by UPF 
· Shaping on QoS flow level:
·  For DL is enforced in UPF for DL;
·  for UL, UE is required to, but UPF enforces as well.
	· Radius policy from AAA to BNG (DL) on session and packet flow level
· TR-69 settings in RG (UL) based policy on session and packet data flow level
· Note: “absolute” MaxBR limit is used – there is no exception e.g. for GBR traffic
· High priority queues should be shaped
	· 
· 
· 
· 
· 
· 

	
	· UE AMBR UL&DL, as well as DNN AMBR for UL is enforced in RAN
	· UE AMBR UL&DL, as well as DNN AMBR for UL is enforced in N3IWF
	· 
	· 

	Traffic prioritisation mechanisms (general)
	· Static & dynamic policy (& charging) control in each session, mapping traffic to QoS flows – packets in which will receive same treatment 
· QoS flows allocated QoS profile: relative priority, latency, packet loss ratio; for GBR flows also minBR + maxBR
· May use access specific PCC rules (3GPP/ N3G)
	· Only static policies; no feedback on enforcement
· Access technology specific means; typically strict prioritisation, e.g. separation to traffic classes, enforced via queues; 
· Note: multiple queues can be used internal to BNG/RG that map to same TC on the access
· The access network may be aware of multiple “sessions” (e.g. using multiple VLANs per RG) and manage the QoS in them separately 
	· 
· 
· 

	
	· NGRAN: QoS flows mapped to bearers
· Absolute and relative prioritisation algorithms in the RAN resource scheduler, acting on bearers, but trying to meet individual QoS flow requirements 
· For GBR bearers: RAN admission control and indicates when GBR is not met
	· QoS flows mapped to child SAs 
· QoS mechanism to be used on non-3GPP access (UE to N3IWF), e.g. DSCP marking based on QoS flows or child SAs is NOT defined by 3GPP 
	· 
	· 

	Traffic prioritisation DL
	· (AF), PCF, SMF allocating policies/packet detection rules and forwarding actions
· UPF: mapping traffic to QoS flows, QFI indication added (GTP header on N3), QoS marking for underlying transport 
	· BNG typically uses DSCP marking provided by remote end/application (where this is preserved)
· BNG marking DL packets for transport specific QoS means, e.g. p-bits
· This possible based on DL packet marking by application, BNG local configuration and Radius policies
	· 
· 
· 

	
	· NG-RAN (gNB, eNB), mapping QoS flows to DRABs, then resource scheduler acting on DRABs. 
	· Core: mapping traffic to QoS flows; N3IWF: IPsec  SAs. 
· QoS mechanism on access not defined by 3GPP
	· 
	· 

	Traffic prioritisation: UL
	· UE: mapping traffic to QoS flows & prioritises its own traffic, based on
· PCC rules received via NAS signalling and/or 
· QoS flow ID + Reflective QoS indication, received in DL packets
	· RG to mark packets with to access specific QoS marking (e.g. p-bits); typically based on application marking received from end devices or it may use local policies for this, provisioned via TR-69. 
· Note: there is no mechanism defined for the core network (other than ACS) indicating any QoS categorisation/ prioritisation.
	· 

	
	· UE also maps traffic to DRABs (based on info from RAN)
· NG-RAN (gNB, eNB), resource scheduler acting on DRABs
	· UE: mapping traffic to IPsec SAs. 
· QoS mechanism on access not defined by 3GPP
	
	


X.Y.2
Proposal for 5WWC QoS control framework
The following table contains a proposal along the same tasks as the 5GC and BBF networks have been compared – with the aim being to take the BBF access specific characteristics into consideration

	Network 
QoS 
mechanism
	5G-RG with NG-RAN and 5GC
	W-5GAN access

	
	
	Integration scenario
(5G-RG / 5G-AGF)
	Legacy integration scenario
(FN-RG/L-AGF)
	Interworking scenario
(FN-RG / BBF core + FMIF)

	Traffic separation to sessions
	· Up to 15 PDU sessions (each with own IP address/prefix) in max 8 network slices
· Note: each PDU session has its default QoS flow with specific 5QI 
· Wireline, FWA or hybrid access (HA)
· 5G-RG should support multiple PDU sessions and multiple network slices 
· But the RG has no visibility of the applications (without DPI) cannot use URSP (as RG is a proxy) to steer applications to slices/DNNs/PDU sessions. 
· Single PDU session for generic internet/corporate access provided for the LAN users of the RG 
· Optionally, use RG configuration to steer specific traffic to dedicated PDU sessions (DNNs/slices). TBA whether URSP or TR-69/TR-181 extensions should be used for “internal apps” in RG (e.g. RG mgmt., SIP client etc)
· RG is to initiate sessions when relevant traffic is requested.  
· Example traffic cases for dedicated PDU session: SSIDs (community WiFi, “5GC UE behind RG” scenario), IMS (traffic from SIP client or built-in SIP stack), devices distinguished via MAC address, RG management
· Ongoing BBF study SD-406 is not aligned with 3GPP slicing concepts; TBA if/how that is to be considered in Rel-16. As the motivation in SD-406 is at least partly QoS based, this should be made part of the QoS related decisions
	· Multiple PDU sessions but only 1:1 VLAN to PDU session mapping
· Single PDU session for internet/corporate access
· RG is completely ignorant of any 5GC means. support traffic mapping to VLANs and/or tunnels as per existing BBF functions

	
	· NG-RAN to map each PDU session to own set of RABs
	· Optional support for multiple PDU sessions on the BBF access, with the following sub-options
· RG & AGF to support multiple PDU sessions multiplexed to a VLAN
· Static mapping of DNNs (and PDU sessions) to VLANs
· A combination of these may be used
· Optional support of multiple network slices in AGF
	· L-AGF shall support 1:1 VLAN to  PDU session mapping
	· FMIF may support multiple PDU sessions, assuming VLANs on BNG are extended to FMIF

	Traffic separation within a session
	· QoS flows in core (based on traffic filters such as IP flows, application ID,  … )
· Traffic mapping to QoS flows / policy control shall be supported for frame routes and frame IPv6 routes as well, i.e. traffic filters can be specific to local IPv4 addresses or cover more than a /64 IPv6 prefix 
· For HA RG: 
· Single access sessions, access type selection based on ANDSP rules
· Multi-access sessions can be supported optionally, with ATSSS rules used for access type selection/steering/splitting (probably with limitations)
	· Only single access PDU sessions (using the BBF access) are in scope
· QoS flows cannot be signalled E2E. However, PCC rules may be acted on the DL traffic, which is more critical for resource constraints than UL. Therefore, we propose to keep 5GC based QoS control as optional part of the solution for FN-RG
· Propose new “QoS capability indication” – by the FAGF - for support of 3GPP QoS mechanism, i.e. make the whole QoS framework optional, with SMF involving PCF only if the capability is “on”. 
· When that capability is indicated, 5GC core might use dynamic policies for QoS flows, but operators should be aware that only DL is acted on, based on N2+N3 signaling. For UL traffic, no policy control based QoS can be used.
· It should be agreed whether to use QoS signalling on N1. It is not needed, so the question is only whether keeping it reduces changes in 5GC.
· RQoS  cannot and shall not be used. 

	
	· QoS flows maps to data bearers (DRABs) in the RAN
	· AGF and 5G-RG to map traffic to QoS flows 
· AGF to support N2/N3 signalling for QoS flows
· RG to support PCC rules on NAS signalling 
· Optional support on AGF, AN and RG for QFI+RQI transport and thus RQoS (See details later)  
	· L-AGF to provide the “QoS capability indication”, depending on network configuration
· If it indicated “QoS support”, the L-AGF shall map Qos flows in DL traffic to access specific traffic classes, based on QoS signalling received over N1, N2 and N3 
	· 5GC based policy control can clash with the AAA/Radius based one, therefore only one of them should be used in one network.  
· If 5GC based policies are used, FMIF will indicate the new “QoS capability”, based on network configuration. In this case, FMIF + BNG will map QoS flows to access specific TCs, based on N2/N3 signalling.

	Shaping mechanisms (max bitrate control)
	· UE and DNN level max bitrate (Aggregated Max BR, AMBR), based on UDM subscription
· For HA RG, separate AMBR values shall be defined for the 2 access types
· QoS flow level max BR control based on static or dynamic policy rules 
· DNN level AMBR: for DL traffic is enforced by UPF 
· For HA RG, UPF/the ATSSS rule shall enforce the AMBR per access
· QoS flow level shaping for GBR QoS flows (maxBR): propose to support GBR only on wireless access (see details later)
· For HA RG, any GBR QoS flow is then to be steered to 3GPP access (ATSSS rules need to be aligned with PCC rules) and QoS level shaping enforced by RAN
	· As per existing BBF solution, the FN-RG is expected to be configured with what is “UE level UL AMBR”, i.e. max access line bitrate for UL traffic – via TR-069. This should be the only traffic shaping means used for UL. (i.e. no traffic shaping in UPF)
· For multiple VLANs (i.e. multiple PDU sessions in 5GC), the FN-RG does both RG level and  VLAN level shaping for UL.
· UPF may provide DNN and QoS flow level traffic shaping for DL (based on UDM data and PCC rules, respectively)

	
	· GBR bearers shall be supported by 5G-RG and they are exempt from AMBR
· UE level AMBR – for wireless access – enforced by RAN, both UL/DL
· QoS flow level shaping (MaxBR) enforced by RAN 
	· UE (RG) level AMBR shall be enforced by AGF for DL and 5G-RG for UL 
· AMF shall provide the AGF with the UE level DL AMBR at registration
· 5G-RG shall be configured via TR-69 for the UE level UL AMBR
· If supported, GBR bearers cannot be exempt of the UE and DNN level AMBR values defined for wireline access 
· In the lack of dynamic resource control in the fixed AN, TC level shaping is also required in AGF and 5G-RG,. The TC level shaping may require “TC overflow” being used.
	· UE level AMBR shall be enforced by L-AGF for DL
· AMF shall provide the L-AGF with the UE level DL AMBR at registration
	· Depending whether policy control in in AAA or in 5GC, 
· DL traffic shaping may be controlled via AAA based policies
· AMF may provide UE level DL AMBR to FMIF and FMIF shall enforce it then. 

	Traffic prioritisation mechanisms (general)
	· Static & dynamic policy (& charging) control in each session, mapping traffic to QoS flows – packets in which will receive same treatment 
· QoS flows allocated QoS profile: relative priority, latency, packet loss ratio; for GBR flows also minBR + maxBR
· May use access specific PCC rules (3GPP/ BBF access)
	· The limitations in applying 5GC based QoS are exaggerated further (compared to 5G-RG case for AGF) by the fact that the FN-RG will be ignorant to any QoS control that is provided in the core network. There is a strong split in the 2 directions:

· QoS control for the UL will remain unchanged (i.e. use the existing BBF mechanism). This also means that any UL QoS management functions shall be provisioned via TR-69, as done today
· QoS control for DL may be improved 

	
	· NGRAN: QoS flows mapped to bearers
· Absolute and relative prioritisation algorithms in the RAN resource scheduler, acting on bearers, but trying to meet individual QoS flow requirements 
· For GBR bearers: RAN admission control and indicates when GBR is not met
	· One major difference from 3GPP access is that the UL and DL directions are controlled separately and quite independently – by the RG and the AGF, respectively – so all evaluation is provided for UL and DL (see next slides). 
· Another major difference is that dynamic resource reservation in the fixed AN (using ARCF) is not an existing capability in most networks. Therefore, we propose not to support GBR bearers in the 3GPP / 5GC term (e.g. 5QI=1..4). For BBF access,  bitrates can be guaranteed via TCs, if/as long as only certain QoS flows are mapped to a TC. 
· QoS characteristics for the 3GPP defined 5QIs may not be realistic or appropriate (desirable) for wireline access networks. We propose to review them and if needed, define new ones for BBF access. 
	· The L-AGF can provide similar functions for QoS control to those provided by AGF for the 5G-RG. (The only difference is in RQoS support that is N/A)
	· The PCC based QoS control may provide more flexible prioritisation in the DL, but this will strongly depend on the interaction between the BNG and the FMIF as well as AAA to BNG QoS control.
· There is a strong potential for clash in the AAA based and 5GC based QoS control and this puts the completion of work at risk, unless it is decided to use one or the other at one time / for one UE. BBF should study how to avoid clashes.

	Traffic prioritisation: DL
	· (AF), PCF, SMF allocating policies/packet detection rules and forwarding actions
· UPF maps DL packets to QoS flows and adds QFI indication added (GTP header), it marks packets as required for underlying transport used on N3 
· Optionally, UPF provides RQI marking as well (as requested by PCF/SMF, based on RG capability indication) 
· Note: in general, the 5GC does not observe the QoS marking in the DL packets received from DNN.  PCC rules with ToS based traffic filters can be used to achieve this. Same rules apply to RG/UL.
	· Static policies may be used by PCF/SMF in line with the UL scheme
· Alternatively, full set of 5GC policy control may be used, but acknowledging this is only acted on in the DL direction. This requires “DL-only PCC rules” to be defined/used
· Use ToS based PCC rules to observe DL QoS marks provided in DNN.
· RQI is N/A 

	
	· NG-RAN (gNB, eNB), mapping QoS flows to DRABs, then resource scheduler acting on DRABs. 
	· AGF is expected to use the QoS flows as input to internal queues. When enforcing the UE level AMBR DL, it shall take the QoS profile of the flows into consideration 
· AGF marks packet with access specific traffic classes; fixed AN prioritising packets accordingly
· (See AGF support for RQoS in the UL description)
	· Same as 5G-AGF for using the QoS flows in enforcing the UE level AMBR DL and marking packets with access specific traffic classes
· RQoS is N/A
	· FMIF mapping the QoS flows to DSCP or VLAN PCP codes for BNG. BNG following same QoS mapping towards AN as before 5GC interworking.

	Traffic prioritisation: UL
	· 5G-RG: mapping traffic to QoS flows, based on PCC rules received via NAS signalling
· For RG used in wireline access or HA, the network operator shall ensure that RG is configured via TR-069 to indicate RQI support only if the AGF and wireline AN supports QFI+RQI in DL 
	· Only static policies - pre-configured to the FN-RG - can be used to map UL packets to TC classes on the wireline AN. (I.e. 5GC QoS concepts are not used) 
· Rely on existing UL queueing from RG.

	
	· For HA 5G-RG: optionally, if capability is supported on wireline access, 5G-RG may use RQoS for the UL mapping to QoS flows 
· Propose to define RQoS support optional also for 5G-RG used for FWA.
· 5G-RG also maps traffic to DRABs (based on info from RAN)
· NG-RAN (gNB, eNB), resource scheduler acting on DRABs
	· Optionally, if both the RG supports RQoS and the wireline AN supports the transport of QFI+RQI in DL, then 5G-RG may also use RQoS for mapping UL packets to QoS flows 
· For this, AGF shall include QFI+RQI in DL packets sent to 5G-RG. For this, a new shim layer is to be defined by BBF, which is TBA.  
· Note: VLAN tag could only support 7 QFIs i.e. QFI=5QI could not be used. It is proposed not to use it for QFI transport 
· 5G-RG mapping the QoS flows to access specific traffic classes; fixed AN acting accordingly
· The RQoS may conflict with the TC throughput limits, therefore the RG may need to overflow the traffic to other TCs then what is defined per mapping rules. This means the QoS flow characteristics may not be met. Alternatively, the RG may throttle the RQI traffic but keep the TC. 
· The RG may also modify DSCP marking in uplink packets, n line with the QoS flow / the 5QI in the RQI traffic. This can align the UL/DL traffic for applications. 
	· L-AGF will use default QoS flow for the UL packets on N3 (reverse mapping from TC to QoS flow is only possible if the policies in 5GC are completely static), but it may use traffic classes used on the AN to provide QoS marking for the underlying transport for N3.
	· No QoS control provided on UL; the BNG and the FMIF are expected to preserve QoS marking in the UP packet, as provided by the RG / the end user device behind it.


X.Y.3
Critical decisions and proposed way forward
	No
	Required decision
	Alternatives
	Proposal
	
	Comments

	
	
	
	
	
	
	

	1
	Usage of 5QIs and QoS characteristics
	1. Use existing 5QIs
2. Revise the applicability of 5QIs and define new ones
	To be agreed
	
	
	E.g. packet loss ratio

 

	2
	Traffic shaping on UL for 
	1. Use 5G-RG as trusted part of the solution
2. Use also AGF to apply shaping by discarding traffic
	 To be agreed
	
	
	The UE and AN are not provided with the information on SDF level in current 3GPP QoS model.

	3
	Support of RQoS for FN-RG
	1. RQoS support shall not be indicated by FAGF supporting FN-RG
2. Use RQoS also for FN-RG
	To be agreed
	
	
	There is no E2E QoS, so using RQoS would be self-deception

	4
	TC level shaping / “TC overflow” (flexible mapping to TC)
	1. Define strict mapping from QoS flows to TCs and let traffic be throttled if needed or thrown away
2. Provide flexible mapping to TCs and “overflow” to next priority TC when TC limits exceeded 
	To be agreed
	
	
	For GBR flows, the overflow could trigger indication of the GBR characteristics not being met – but we propose not to support GBR bearers on BBF access, so this is N/A

	5
	RQoS support for 5G-RG on FWA and HA
	1. Mandate RQoS support for 5G-RG
2. RQoS support optional for 5G-RG
	To be agreed
	
	
	

	6
	Enforcing UE (RG) level AMBR for UL: how to inform RG about the limit
	1. Use URSP to provision RG
2. Use TR-69 to provision RG
3. Send on NAS at registration
	To be agreed
	
	
	TR-69/TR-181 does include this function already. 

	7
	Are network slices to be used/invoked for QoS?
	1. Dynamic slice invocation by 5G-RG, for satisfying QoS
2. Find ways for reusing existing QoS concepts
	To be agreed
	
	
	Investigate means e.g. using application request from server or end user device to NEF. This should be _outside_ of the 5WWC work.

	8
	Methods for steering traffic for RG’s “internal applications” like SIP client, special SSID, connectivity for RG mgmt.
	3. Use URSP
4. Use TR-69/TR-181 extensions
	To be agreed
	
	
	Not really QoS topic (was covered here for completeness)

	9
	Should 5G QoS be applied for FN-RG case at all?
	1. Apply as for any other UE
2. Make it optional / adjust for reality
	 To be agreed
	
	
	As described in the slides, 5G QoS mechanisms cannot be used in UL direction

	10
	Usage of N1 signalling for FN-RG case
	1. Remove N1 signalling from SMF for FN-RG
2. Send N1 QoS info but ignore in AGF/L-AGF (except acknowledge to SMF)
	 To be agreed
	
	
	It is assumed AGF (L-AGF) receives all required info in N2). 

	11
	RQoS support on BBF access for 5G-RG
	1. Mandatory for the network and RG
2. Mandatory for the network and optional for RG
3. Optional for both network RG
	To be agreed
	
	
	Shim layer is required to be added and this may lead to limitations in MTU size and performance. Therefore not all operators may want to use.

	12
	Using ATSSS rules for HA 5G-RG
	1. Use all ATSSS rule types as defined in TR 23.793 for untrusted non-3GPP access
2. Provide separate evaluation and use only subset of the ATSSS rule types
	To be agreed
	
	
	ATSS support is included in 23.716 as optionally supported by 5G-RG and 5GC

	13
	Traffic shaping vs RQoS
	1. If RQoS is supported and UL traffic does not fit the TC limits, provide overflow
2. Throttle traffic as required, if traffic is to be mapped to a given TC 
	To be agreed
	
	
	This does not seem to be well defined for 3GPP access either, what should the UE do if the UL RQA traffic does not fit the maxBR? wireline is only different because of TC throughput limits

	14
	FAGF support for QoS flows
	1. As any 5G AN, all types of FAGF defined by BBF (5G-AGF, L-AGF, FMIF) shall support the existing PCC & QoS framework, i.e. QoS flows indicated over N2/N3
2. Allow exceptions, where FAGF signals that QoS framework is not usable 
	To be agreed
	
	
	The QoS concepts of 5GC may not be properly applied in case of FN-RG support. E.g. operator may decide to keep using AAA based policies on BNG for the interworking model and disable the QoS flow based solution. This should be configurable on FMIF. Same may apply for L-AGF 

	15
	Support of PCC rules for FN-RG
	1. Define DL-only PCC rules for FN-RG
2. Use only pre-defined static rules, which will match those set for the 5G-RG in the UL direction
	To be agreed
	
	
	FN-RG will be ignorant to the 5GC’s QoS mechanisms and use existing BBF mechanisms for UL traffic

	16
	Using AAA vs PCC rules based QoS control for BBF’s interworking scenario
	1. Allow parallel usage of both AAA based QoS rules and 3GPP PCC / QoS flow based policy control
2. These 2 mechanisms should be kept mutually exclusive
	To be agreed
	
	
	Otherwise, it could be unrealistic to define handling of the clashes in Rel-16 time frame


* * * End of Change * * * *
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